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of personnel at smaller testing centers (4). In addition, many 
centers lack personnel skilled at diagnosing malaria and/
or adequate medical equipment to perform the tests. The 
reason for this shortage is the high degree of training and 
cost of equipment required to perform the tests. To test for 
malaria through light microscopy, a skilled medical worker 
must prepare and observe a blood slide through a high-power 
microscope. Then, the worker must carefully observe the 
slide and make the best call on whether there is a presence of 
malaria, which can be costly and inaccurate. Rapid Diagnostic 
Tests (RDTs) function differently, requiring just a prick of a 
patient’s blood to test for malaria antibodies (5). These tests 
have a different set of issues, as RDTs are more expensive 
while only detecting certain species of Plasmodium, and often 
provide less accurate information regarding the diagnosis as 
a result (6).  

Given these limitations, one modern solution that has 
been applied before involves the implementation of a process 
called image analysis, a slightly more primitive process 
compared to machine learning for the diagnosis of malaria. 
The potential benefits of image analysis are less cost and 
increased accuracy. With the diagnosis of malaria blood 
slides, a process called segmentation must be applied before 
image analysis can be performed. Through image analysis, 
some of the diagnostic problems can be solved by providing 
more accurate and precise results through automated analysis 
of blood slide images. The traditional method of diagnosing 
malaria based on image analysis requires two primary steps: 
first, segmentation of the blood slide into viewable sections, 
and second, the direct detection of Plasmodium particles 
in the sections of the microscope slide. Segmentation is a 
process where the image is enhanced and analyzed through 
hue, saturation, and intensity to reveal infected cells. This is 
done by adding some sort of buffer solution to samples to 
reveal certain characteristics to analyze. However, different 
factors, such as inconsistent use of variable buffer solutions 
on blood slides, can alter these values, thus making the 
interpretation of the slides inaccurate. Since segmentation 
and image analysis involve finding patterns manually and or 
directly creating an algorithm to detect patterns to classify 
images, the predictions are not as accurate as the machine 
learning algorithms that have largely replaced this labor-
intensive, time-consuming, and costly process (7).     

We used a type of machine learning called categorical 
classification, in which a computer model is trained on pre-
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SUMMARY
Despite being treatable and preventable, malaria 
continues to affect millions of people worldwide. 
A major hindrance to the disease’s eradication is 
difficulty with testing, and attempts have already 
been made to shift towards more automated testing 
methods rather than older testing technologies such as 
light microscopy and rapid diagnostic tests. Machine 
learning models have shown promise in diagnosing 
malaria, but prior machine learning algorithms have 
been contingent upon the availability of clean and 
relevant data. Furthermore, there are multiple species 
of malaria that may require different treatments, often 
resulting in fewer comparative images of individual 
malarial subtypes on blood slides of a given patient 
population. In this pilot study, we tested a machine 
learning technique called transfer learning to reduce 
the error caused by lesser amounts of available 
data. By training the algorithm on a known (but not 
necessarily related) dataset and then re-training 
on malaria datasets, we were able to significantly 
increase diagnostic accuracy. Specifically, using 
transfer learning to prepare the algorithm on a 
completely unrelated database before applying to 
malaria slide interpretation, our diagnostic accuracy 
improved from 65.5% to 80.7% in a small dataset of 
malaria blood slides, and from 95.5% to 98.0% in a 
much larger malarial dataset. Moving forward, these 
types of experiments will help develop a smartphone 
application to increase the opportunity to diagnose 
malaria in places where resources are too limited to 
permit standard diagnostic techniques.

INTRODUCTION
According to the World Health Organization, around 228 

million people were affected by malaria in 2018 (1). Malaria is 
caused by parasitic Plasmodium species that are transmitted 
to humans by female mosquitoes during blood meals. There 
are five species of Plasmodium that affect humans, each of 
which has a different life cycle and has a different microscopic 
appearance on a blood slide (2). Despite medical advances 
allowing this disease to be more rapidly treated, lack of quality 
testing has contributed to the continued devastation of mostly 
equatorial countries, especially those in sub-Saharan Africa 
(3).

One major issue preventing the eradication of malaria is 
the poor infrastructure of remote regions and sub-par training 
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identified images in order to “learn” how to classify unknown 
images in the future. In order to accurately make future 
diagnoses, machine learning must be set up to analyze and 
learn from available data. The model requires training data 
for the learning phase for the machine learning technique, 
which must be labeled by humans and then reformatted to 
the specifications of the specific machine learning model.  

In order to conduct categorical classification with images, 
we used a convolusional neural network model. Neural 
networks are state-of-the-art machine learning algorithms 
that particularly excel in image analysis and recognition. 
Neural networks consist of interconnected neuron layers 
that pass data through several internal (hidden) layers, 
doing calculations along the way, and finally to an output 
set of neurons. The particular model we used was Google’s 
InceptionV3 Convolutional Neural Network. The model is 
the third version of Google’s Inception neural networks and 
was specially engineered to be trained on ImageNet’s Large 
Visual Recognition Challenge, with established applications 
of this model in cancer research (12). 

We hypothesized that machine learning involving the 
training of the model on a different dataset could avoid 
many of the problems with traditional machine learning for 
diagnosing malaria, specifically the requirement of large 
amounts of training data, which often is not available. This 
technique of machine learning, called transfer learning, could 
be inherently generalizable and cost-effective, particularly 
given its success in similar applications. Transfer learning is 
a methodology in machine learning that focuses on storing 
knowledge gained while solving one problem and applying 
it to a different but related problem. For example, knowledge 
gained while learning to recognize cars could apply when 
trying to recognize trucks. Transfer learning has additionally 
been used in several medical areas, such as the identification 
of COVID-19 in X-ray images (13).

Using transfer learning is identical to normal machine 
learning, except with a baseline for all the weights in the 
model (Figure 1). Before a pre-trained network can be used 
to analyze another dataset, the last row of neurons (known as 
the output layer) must be modified so that the correct answer 
can be generated through that layer. For example, if the 
original training dataset has one binary output and the new 
dataset has four choices (A, B, C, and D), the last layer must 
be changed from one to four nodes so that the neural network 
can actually choose between all four outputs. One of the most 
popular transfer learning datasets is ImageNet, a database of 
over 1 million labelled images that are from multiple sources. 
The abundance of these images as well as the wide variety of 
image types provide ample pre-training for neural networks, 
so we expected that ImageNet would be an excellent choice 
to use for transfer learning.

We identified a dataset from a machine learning dataset 
source, Kaggle, called “Malaria Parasite Image (Different 
Malaria Species)” (10), with limited examples showing the 
multiple different types of malaria in a classification dataset 
(Figure 2). This dataset has four separate categories of 
high-quality images of blood slides corresponding with four 
different Plasmodium species: P. falciparum, P. malariae, 
P. ovale, and P. vivax. The challenge with the dataset, 
however, is that it had 210 blood slides, which is considered 
a low number of examples. Thus, training a machine learning 
algorithm or neural network has the potential to be inaccurate 

Figure 1: Diagram of the transfer learning process. 
In this study, we used an InceptionV3 neural network pretrained on 
ImageNet for the transfer learning tests.

Figure 2: Sample blood slides from the high-resolution malaria 
dataset.
Example blood slides of P. falciparum, P. malariae, P. ovale, and P. 
vivax from the high resolution (2592 px by 1944 px), but low quantity 
(210 images) public access malaria dataset (Malaria Parasite Image, 
Different Malaria Species).  All images from this dataset are malaria 
positive. Arrows indicate examples of red blood cells infected with 
malaria.
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due to sampling error.
Our primary hypothesis was that using transfer learning 

via ImageNet would result in increased accuracy of the 
model’s predictions by the trained network rather than training 
and testing solely on the aforementioned small classification 
dataset. However, we also wanted to ascertain whether a 
more relevant dataset would be more effective in correctly 
diagnosing than ImageNet alone. Our thinking was that 
pre-training a network on data from a related problem may 
outperform a general image database like ImageNet, since 
the data would be more relevant to the topic being tested, 
resulting in higher accuracy. Thus, we identified a more` 
relevant dataset called “Malaria Cell Images Dataset” (11), 
which is a malaria binary classification dataset from Kaggle, 
consisting of 27,558 low resolution images of blood slides. 
Roughly half of the images are marked as infected while the 

other half are marked as uninfected (Figure 3). This “relevant 
dataset” is large enough in comparison to the complexity of 
the machine learning task at hand, so we predicted that our 
algorithms would have enough training data to show greater 
accuracy than transfer learning from ImageNet alone (Table 
1).

RESULTS
	 We performed tests to determine if using transfer 
learning with ImageNet as a source would improve accuracy 
over traditional machine learning. We applied the same 
InceptionV3 base model and settings for both the smaller 
and larger malaria datasets, both with and without transfer 
learning. The metrics we were testing for were validation 
accuracy, precision, recall, and F1 score. Validation accuracy 
is the likelihood that the model correctly categorizes the given 
image (number of correct classifications divided by the total 
number of classifications performed). Recall and precision 
are machine learning equivalents of sensitivity and positive 
predictive value, respectively. The F1 score is an overall score 
given to the results considering both recall and precision. 
We trained the InceptionV3 model with no preloaded weights 
on the 80% randomly-selected training subset of the smaller 
malaria dataset, then applied the model to the 20% testing 
subset (Figure 4). This yielded an overall validation accuracy 
of 65.5%. Then, we trained and tested another InceptionV3 
model with ImageNet weights preloaded, and when applied 
to the same small malaria dataset, the validation accuracy 
improved to 80.7%, an absolute increase of 15.2% (Table 2).  
Next, we repeated this process of training and testing the 
larger malaria dataset. The test without transfer learning 
reached an accuracy of 95.5% (expected to be much higher 
than the small malaria dataset, given the much larger sample 
size of blood slides). When pre-training the model with 
ImageNet weights preloaded, the accuracy improved by 2.5%, 
to 98.0% overall validation accuracy for identifying malaria 
on the slides. Similar modest improvements were seen when 
evaluating other statistical metrics (precision, recall, F1 score) 

Figure 3: Sample blood slides from the low-resolution malaria 
dataset.
Examples of malaria blood slides from the low resolution, but higher 
quantity (27,558 images) public access malaria dataset (Malaria Cell 
Images Dataset). This binary classification dataset has both infected 
(left) and uninfected (right) categories.

Figure 4: Overview of experimental plan, starting with 
traditional machine learning and then adding the transfer 
learning technique.
Of note, additional transfer learning analyses were performed 
when pre-training the algorithm using the large malaria dataset 
for application to the small malaria dataset (both with and without 
additional pre-training using InceptionV3), but these were 
unsuccessful due to differences in data quality and data categories 
between the two datasets.

Table 1: Comparison of the two malaria datasets.
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on the large malaria dataset (Table 2). Interestingly, when 
training the InceptionV3 model on the larger malaria dataset 
alone, and then transferring the model to the smaller dataset 
(i.e., without any ImageNet weights preloaded), there was 
only a slight increase in accuracy (50.1% to 50.8%).
	 Due to the marginal improvement found by applying 
transfer learning with the large malaria dataset to the small 
malaria dataset, we decided to perform an exploratory 
analysis to determine if transfer learning would be more 
statistically relevant with smaller sample sizes. When reducing 
the training data to 50%, 25%, 12.5%, and 6.25% of the larger 
malaria dataset’s original size, we found progressively greater 
impact of transfer learning as the sample size decreased on 
the validation accuracy of the final model (Table 3). This 
suggests that smaller datasets have more to benefit from 
transfer learning than larger ones do.

DISCUSSION
In this pilot study of transfer learning approaches to 

diagnosing malaria, we found that transfer learning, involving 
the training of a machine learning algorithm on a previous 
dataset, was a feasible approach to diagnosing malaria through 
computer-based technology. Applying transfer learning 
resulted in a substantial boost in accuracy when applied to a 
small sample size, improving accuracy by more than 15% in 
the smaller malaria dataset, with lesser improvement when 
starting with a larger dataset at higher baseline accuracy 
which had about a 2.5% absolute improvement. Of note, 
and contrary to what we predicted, transfer learning from a 
related dataset was less effective than using the very large 
nonspecific ImageNet database, even though the relevant 
malaria dataset was substantially more closely related to the 
final testing data.   

While considering this approach, we recognized the 
limitations of basic machine learning algorithms with images, 
particularly when lower-quality microscope slides would be 

the source of all data. The greater success of ImageNet in 
transfer learning over the related malaria images is likely 
related to ImageNet’s enormous pool of images (over 
1,000,000) versus the relevant malaria dataset (only 27,558 
images). This is an important interpretation since it implies the 
greater importance of repetition and volume over individual 
detail when using transfer learning to pre-train machine 
learning algorithms for diagnosing disease. Alternatively, it is 
possible that transfer learning from a dataset with a different 
structure (i.e., transferring from the binary classification 
dataset to the 4-category small dataset, or vice versa) could 
cause a significant loss of training power, and thus accuracy. 
Again, this has important implications when attempting to 
apply machine learning to diseases like malaria, in which 
multiple sub-classifications may be present in any given 
dataset or any given patient being tested.

A key strength of machine learning applications is the 
ability to rapidly deploy this type of application in the real world, 
as a mobile and easily attainable solution if developed for 
distribution. One current example is a smartphone application 
for Android with a lens attachment that mounts on the phone’s 
built-in camera to read a microscope slide in increased detail 
(9). This app uses a pre-trained machine learning algorithm 
to make a diagnosis automatically, so no specific training 
or skilled personnel are needed beyond the creation of the 
blood slide from an individual patient. This magnification app 
would be made available on the Android store, which would 
be significantly less expensive and more accessible in remote 
areas when compared with standard light microscopy or RDTs 
(9). Thus, it is paramount to advance the performance of such 
applications that are becoming more easily accessible in 
areas where other approaches are not feasible.  

Of note, the process of collecting data requires extra work 
initially, as researchers or clinicians must save images of 
blood slides, classify them, verify their accuracy, and compile 
them into a dataset. For this reason, data collection may not 

Table 2: Applying transfer learning to the diagnostic algorithm.
Improvement in diagnostic accuracy after ImageNet pre-training of the InceptionV3 neural network model on the smaller and larger datasets 
of malaria blood slides. PPV = Positive Predictive Value. *Accuracy of the model on the validation subset of data.
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be possible in the remote regions of Africa where the disease 
is most active. However, data can be analyzed in hospitals and 
testing centers that are located in more developed regions, 
to avoid excess workload in rural centers.  This would allow 
the remote health centers to upload data which can then be 
compiled so that an accurate dataset can be presented to the 
algorithm to learn. After the algorithm or neural network has 
been adjusted to fit the data, it can then be applied in more 
remote areas where the quality of malaria testing is poor.  

There are several important limitations to consider with 
this research study.  First, the low accuracy resulting from 
the transfer learning from the larger malaria dataset could be 
addressed using several techniques in the future to potentially 
improve results. One option is to find a new dataset, as the 
two malaria datasets tested in our study differ from each 
other considerably in terms of quality and output type (i.e., 
binary versus 4 categorical results). In addition, the larger 
dataset we used for pre-training has lower quality images 
that may be too dissimilar to the higher-quality images found 
in the smaller dataset. Another potential approach could 
be to use unsupervised learning techniques like K-means 
clustering, a form of machine learning that minimizes the 
need for specific labelling of the data beforehand.  This would 
allow the machine learning algorithm to specify a number of 
distinct groups within the dataset (designated as “K” number 
of groups), then using the K-means clustering approach in 
higher power computers. The program could then group cells 

into infected and uninfected regions (8). A second important 
limitation is the inability to distinguish between the multiple 
different species of malaria, largely due to the small number 
of examples available on public databases of malarial blood 
slides.  Future studies could help train the machine learning 
algorithms on larger and more robust datasets, to help direct 
diagnosis and treatment of the multiple Plasmodium subtypes.

Although this was a limited pilot study, our application 
of transfer learning demonstrates the potential utility of this 
approach to diagnosing disease using existing databases 
and technologies, including those readily available on 
a smartphone. Future studies should evaluate whether 
refinement of this approach may help improve diagnostic 
accuracy, and thus allow regions of the world with limited 
availability of medical care to provide appropriate therapies 
to their populations. 

MATERIALS AND METHODS
During the research we exclusively used Python and 

imported Tensorflow and Keras to assist with the machine 
learning. For each series of tests, we loaded a version of 
Keras’s built-in InceptionV3 neural network with either no 
preloaded weights or with preconfigured weights trained on 
ImageNet. After the network was created, we added a global 
average pooling layer and a dense layer of 1024 nodes, plus 
a custom output layer to match what each dataset needed for 
output. Specifically, the binary classification dataset required 

Table 3: Effect of transfer learning on progressively smaller sample size.
PPV = Positive Predictive Value. *Accuracy of the model on the validation subset of data
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one output node while the categorical dataset required 
four: P. falciparum, P. malariae, P. ovale, and P. vivax. This 
approach—using an existing neural network and modifying 
the output for our specific purposes and number of outputs 
required—is a standard method used in transfer learning 
research.  We then imported all of the images, resized them 
to a constant size, and split them randomly into train and test 
data using Keras’s ImageDataGenerator method. All images 
needed to be resized to 299 pixels by 299 pixels, as that 
was the size of the input layer of the InceptionV3 network. 
For all tests we used an 80% to 20% train-test split. We then 
optimized the model using root means square (RMS) with a 
learning rate of λ = 0.0001. After compiling and optimizing 
the model, we ran the training with the training data (80%) 
and evaluated the model with the testing data (20%). We 
then printed out the metrics: validation accuracy, precision, 
recall, and F1 score. Note that not all of the tests apply transfer 
learning (TL).

Small malaria without ImageNet (no TL)
We started the InceptionV3 network loaded with no weights 

(not pre-trained) and proceeded to train on 80% of the small 
dataset and then test on the remaining 20% of the samples 
in the small dataset. This was the control test of the small 
malaria dataset without any application of transfer learning.

Small malaria with ImageNet (TL)
We started the InceptionV3 network loaded with ImageNet 

weights (pre-trained with ImageNet) and proceeded to train 
on 80% of the small dataset and then test on the remaining 
20% of the samples in the small dataset. This test is the same 
as the previous but includes transfer learning from ImageNet 
to the small malaria dataset.

Large malaria without ImageNet (no TL)
We started the InceptionV3 network loaded with no weights 

(not pre-trained) and proceeded to train on 80% of the large 
dataset and then test on the remaining 20% of the samples 
in the large dataset. This was the control test of the large 
malaria dataset without any application of transfer learning.

Large malaria with ImageNet (TL)
We started the InceptionV3 network loaded with ImageNet 

weights (pre-trained with ImageNet) and proceeded to train 
on 80% of the large dataset and then test on the remaining 
20% of the samples. This test is the same as the previous but 
includes transfer learning from ImageNet to the large malaria 
dataset.

Other tests (both malaria with/without ImageNet) (TL)
We started the InceptionV3 network loaded with no 

weights and proceeded to train on the entire large dataset 
followed by 80% of the small dataset and then test on the 
remaining 20% of the samples in the small dataset. 

We started the InceptionV3 network loaded with ImageNet 

weights and proceeded to train on the entire large dataset 
followed by 80% of the small dataset and then test on the 
remaining 20% of the samples in the small dataset.
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