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research (2). However, atomic energy calculations are highly 
time consuming as they involve complex calculations, since 
subatomic particles have both particle and wave natures, as 
explained by wave-particle duality (3). 
 Wave-particle duality delineates that instead of possessing 
only particle or only wave characteristics, electrons are 
“clouds” that have both properties. The clouds are represented 
by density distributions, known as a wavefunction, which 
describes the probability of an electron being at one position 
in space around the nucleus at an instant of time. The 
wavefunction calculations are executed via the Schrödinger 
equation, which also allows atomic energy to be determined 
(4).
 When computing atomic energies for atoms and molecules, 
the Schrödinger equation, which has been found to be very 
accurate, is typically used (5). However, when multiple 
electrons and protons are present, the electrostatic forces 
make the Schrödinger equation difficult, if not impossible, to 
solve exactly (6). Thus, approximation methods are used to 
obtain a reasonably accurate solution.
 The most-used approximations for atomic energies are 
the Quantum Monte Carlo methods, which randomly sample 
guesses, and the self-consistent field (SCF) methods, which 
begin with a guess that is repeatedly converged to a good 
approximation (7). We decided to use SCF methods as they 
are simpler while still accurate, specifically the Hartree-
Fock method for its increased accuracy due to accounting 
for electron-electron correlation, or the interaction between 
multiple electron wavefunctions (8). As opposed to Density 
Functional Theory (DFT), which is an SCF method that 
only calculates the density of the electron clouds, methods 
in the Hartree-Fock family treat each electron as actual 
wavefunctions that interact and interfere with each other, 
leading to more accurate calculations of electronic energy. 
 The basis set of an SCF method is the first guess for the 
electron wavefunctions. There are two types of basis sets: 
Gaussian-type orbitals (GTOs) and Slater-type orbitals 
(STOs). Despite being less accurate, GTOs are faster and 
can be combined to estimate STOs, creating STO-nG basis 
sets, where n is an integer representing the size of the set (9, 
10). Small values of n are typically used for calculating atomic 
and molecular energies because of their relatively quick 
runtime and still high accuracy. Using larger sets increases 
this accuracy, at the cost of a longer runtime (11). We used the 
cc-pVTZ GTO basis set, which has a size of three, offering an 
apt balance between accuracy and runtime. 
 The ground state energy of molecules allows insight into 
various other properties of the molecule and can determine 
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SUMMARY
The ground state energy of a molecule can be used 
in many aspects of chemistry, such as predicting 
energies produced or absorbed in reactions and 
determining the stability of the molecules and their 
analogs. However, different methods to compute 
these energies have different accuracies and speeds. 
We aimed to compare one of these methods, the 
Python-based Simulations of Chemistry Framework’s 
Hartree-Fock (PySCF) method, with established 
values provided by the Computational Chemistry 
Comparison and Benchmark Database (CCCBDB), 
a reliable peer-reviewed database organized by the 
United States government. We also sought to assess 
relationships between the structure of each alkane 
and the runtime of the PySCF program. Molecular 
geometries from the CCCBDB were taken for straight-
chain alkanes with 1-10 carbon atoms. Using the PySCF 
Hartree-Fock (HF) method, ground state energies 
were calculated for these alkanes using triple-zeta 
(cc-pVTZ) basis sets. These energies were then 
compared to established HF/cc-pVTZ data energies of 
the same alkanes in the CCCBDB. We hypothesized 
that the ground state energy would increase linearly 
and that the runtime of the program would increase 
quadratically as both the number of carbon atoms 
and total atoms increased. The data supported our 
hypotheses – the ground state energy had a negative 
linear correlation with the number of carbon atoms 
and the total number of atoms (r = -1.000), while the 
runtime had a quadratic correlation with the number 
of atoms (R2 = 0.9998). The PySCF data also agreed 
with the CCCBDB data, indicating that PySCF is both 
efficient and accurate as a computational chemistry 
software, and can be tested in future experiments 
with larger organic molecules such as pharmaceutical 
candidates. 

INTRODUCTION
 Atomic energy is defined as the energy that an atom 
holds in its nucleus and electrons, including nuclear binding 
energy and potential energy, and the energy in interatomic 
bonds (1). Atomic energy is often used to study nuclear 
reactions and energy, as well as its applications in fields 
such as emission footprint predictions and nuclear medicine 
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the feasibility of synthesizing a molecule. Therefore, fast and 
accurate methods for determining the ground state energy of 
molecules are called for. We used PySCF, a python library 
capable of running SCF methods, including our chosen 
Hartree-Fock method. We aimed to compare the computed 
energies with accepted values from the Computational 
Chemistry Comparison and Benchmark Database (CCCBDB), 
while noting the effect of the number of carbon atoms and total 
atoms in alkanes on the calculated energies and runtimes of 
the PySCF program (Figure 1) (12).
 We hypothesized that the ground state energy would 
increase linearly as both the number of carbon atoms 
and total atoms increased because of the linear nature of 
normal alkanes and the relatively low contribution of atoms 
on opposite ends of the chain to the total energy. We also 
hypothesized that the runtime of the program would increase 
quadratically as both the number of carbon atoms and total 
atoms increased, because every pair of particles’ contribution 
to the total ground state energy is considered, leading to a 
runtime correlating with the number of atoms squared. Our 
results of running the PySCF program show that regressions 
on both the ground state energy versus the number of atoms 
and runtime versus the number of atoms had very high 
coefficients of correlation, supporting our hypotheses.
 
RESULTS
 The complete collection of data including Self-Consistent 
Field converged molecular energies for the first ten alkanes, 
total runtime for each trial of each alkane, and their properties 
and uncertainties, were tabulated (Tables 1, 2). Using this 
data, scatter plots were constructed for energy vs. number 
of carbon atoms, energy vs. total number of atoms, runtime 
vs. carbon atoms, and runtime vs. total number of atoms. 
Regressions were then modeled for these scatter plots. 
 The scatter plots of energy vs. number of carbon atoms 
and energy vs. total number of atoms yielded linearly 
correlated data (Figures 2, 3). To quantitatively observe 
this relation, linear regressions were modeled for both plots. 
These yielded Pearson correlation coefficients (r) of -1.000, 
indicating extremely strong fits. It was found that both the 
total number of atoms and the number of carbon atoms on 
the x-axis yielded linear scatter plots, corresponding to the 

linear increase in the number of carbon and total atoms in 
each molecule, and validating the functionality of PySCF. 
This is discussed further in the Discussion section. 
 The scatter plots of runtime vs. number of carbon atoms 
and runtime vs. total number of atoms yielded roughly 
quadratically correlated data (Figures 4, 5). To test whether 
or not a quadratic regression would aptly model these scatter 
plots, quadratic regressions were compared with higher-order 
quartic regressions. For both graphs, quadratic regressions 
yielded correlation coefficients (R2) of 0.9998, indicating a 
very high level of correlation of the data. As selecting a higher-
order polynomial yielded minimal change in the correlation, 
quadratic regressions were selected to prevent the risk of 
polynomial overfitting. 
 Finally, the calculated PySCF energies were compared 
to previously computed peer-reviewed energies from the 
CCCBDB. The computed energies were found to be in 
agreement with the database energies, only differing by 
one-thousandth of a percent, with the highest error being 
0.001396% in the energy calculation of n-hexane (Table 3).

DISCUSSION
 Our investigation focused on three aspects: confirming 
PySCF’s functionality, evaluating PySCF’s computational 
accuracy, and analyzing PySCF’s efficiency. This was 

Figure 1. Method flowchart. Steps taken, software used, and 
databases consulted in the investigation, with specific basis sets 
and self-consistent field methods mentioned. The last four boxes 
represent the four graphs and regressions that were plotted.

Figure 2. SCF Hartree Fock molecular energy (Hartrees) versus 
total number of atoms in each alkane. Average PySCF SCF 
Hartree Fock molecular energy versus total number of atoms. Linear 
fit with -1.000 correlation value. To view data in more detail, see the 
repository in Materials and Methods. 

Table 1. Energy vs. number of carbons/total atoms table. The 
energy has been measured in Hartrees. The energy is reported as 
negative as it corresponds to the potential energy of the electrons, 
as per convention. 
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done by plotting the graph of energy vs. total number of 
atoms and carbon atoms, comparing the PySCF data with 
accepted values from the CCCBDB, and observing the 
runtime changes of the algorithm when the number of carbon 
atoms and the total number of atoms were increased in the 
compound. This was to ultimately understand if PySCF was 
a suitable candidate for running SCF calculations for larger 
molecules, such as organic biochemical and pharmaceutical 
compounds. 
 As indicated by the graph, the data for SCF energy versus 
the number of carbon atoms and SCF energy versus the total 
number of atoms form a linear correlation, thus supporting 
our hypothesis (Figures 2, 3). The Hartree-Fock method is 
size-extensive, meaning that as more electrons are present in 
the molecule, the computed energy should scale linearly. This 
size-extensivity can explain the linear trend observed in these 
graphs. This supports our hypothesis that the ground state 
energy would increase linearly due to the linear nature of 
normal alkanes and the low contribution of atoms on opposite 
ends of the chain to the total energy. 
 Because alkanes follow the general formula of CnH2n+2, as 
the number of carbon atoms increases by one, the molecular 
energy of the alkane increases by the energy offered by 

CH2. This pattern continues as the value of n increases; 
therefore, it can be inferred that the molecular energy of CH2 
is around -39.05 Hartrees, as this is the value by which the 
SCF energy changes with the change from one alkane to the 
next. As previously described, the trends seemed to be the 
same whether the total number of atoms are considered or 
just the number of carbon atoms. This may be because of the 
previously mentioned property of alkanes where increasing 
the number of carbons increases the total number of atoms 
by three, which does not affect the overall trend of runtime or 
molecular energy.
 We found the PySCF program to be highly accurate and 
well-suited for many common applications of ground-state 
energy calculations by comparing it with the peer-reviewed 
calculated energies from the CCCBDB. In general, as the 
size of the molecule increased, the magnitude of the error 
increased, with methane to n-pentane having differences 
under 0.0010%, and n-hexane to n-decane having differences 
under 0.0015%. However, this did not follow a clear pattern, 
as the minimum magnitude of error belonged to n-pentane 
(0.000686%), while the maximum magnitude of error 
belonged to the subsequent molecule n-hexane (0.001396%). 
These random errors can be attributed to the fluctuations in 
CPU processing caused by different background programs. 
Future investigations could carry out more trials for each 
tested alkane to validate or disprove this hypothesis. 
 Nonetheless, the errors of the PySCF calculations 
when compared to the CCCBDB data were negligible for 
the molecules tested. The convenience of integration with 
Python and the efficiency and high accuracy of PySCF for 
GTO Hartree-Fock calculations all suggest that the PySCF 
library is a valuable tool for molecular energy calculations. 
Following our validation of this technique in the context of 
simple compounds, future research is needed to investigate 
the runtimes of larger, more complex compounds. 
 To analyze the efficiency of the algorithm, the change in 
CPU runtime with respect to an increase in carbon and total 
atoms in the alkane were tested. The relationship between the 
total runtime of the program and the increase in the number of 

Figure 3. SCF Hartree Fock molecular energy (Hartrees) versus 
number of carbon atoms in each alkane. Average PySCF SCF 
Hartree Fock molecular energy versus number of carbon atoms. 
Linear fit with -1.000 correlation value - compare with total number of 
atoms in Figure 5. To view data in more detail, see the repository in 
Materials and Methods. 

Table 2. Time vs. number of carbons/total atoms. The time refers 
to the CPU time required to conduct the calculation, as per PySCF. 

Table 3. Uncertainties, and comparison between PySCF 
calculated data and CCCBDB HF/cc-pVTZ values. Molecular 
energies (in Hartrees) for each alkane from PySCF and from accepted 
Computational Chemistry Comparison and Benchmark DataBase 
(CCCBDB) HF/cc-pVTZ levels, with percent error. Maximum degree 
of precision–6 decimal places. Energy and time uncertainties also 
listed in this table to demonstrate precision of PySCF. 
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atoms was modelled using quadratic and quartic regressions 
based on the shape of the general spread of data, where 
both regressions yielded high correlation coefficient values 
of 0.9998 (Figures 4, 5). This implies that these results may 
follow an O(n4) time complexity, demonstrating the nature by 
which the basis sets were processed by the Python program. 
Because the R2 correlation values of both graphs were 0.9998, 
we can infer that the quadratic and quartic regressions were a 
precise but not exact fit. 
 A potential reason for the anomaly or uncertainty in the 
data may have been the small changes in CPU background 
processes, which would have affected the memory allocation 
for the Python program. The greater the memory allocation 
for the program, the greater the amount of computational 
processing power available for use by the program. 
Additionally, in SCF methods, for every new electron 
accounted for, a new set of iterations between the fields in 
which the electron is placed must be added. The recursive 
nature of self-consistent field methods may have caused 
the quadratic runtime complexity. Future investigations can 

explore with more detail and profundity the aforementioned 
reasons or other reasons as to why the computations follow 
an O(n4) time complexity and how the runtime complexity can 
be made more efficient. These investigations will test larger 
organic compounds with oxygen and nitrogen to provide a 
more holistic understanding of the efficiency of PySCF when 
the size of the molecules is increased. 
 Our hypothesis that the ground state SCF energy would 
increase linearly as the number of carbon atoms and the 
number of total atoms increased was ultimately supported by 
the data collected. Additionally, our prediction that the program 
runtime would follow a quadratic time complexity as the input 
(the number of carbon atoms or total atoms) increases was also 
supported by our data and regression modeling. However, it 
is of utmost importance to examine the more specific reasons 
behind the quadratic time complexity of the program and the 
ways in which the efficiency and speed of the program can 
be enhanced as larger molecules are tested. Our future work 
will involve testing longer alkanes beyond decane, and other 
molecules such as alkenes, alkynes, and oxo compounds, for 
both straight-chain and branched-chain structures. Analysis 
of SCF energies and runtimes for more complex molecules 
would enable the refinement and validation of the accuracy of 
our regression modeling approaches.
 Additionally, other data collection methods will be 
implemented in our future work. Our current method of 
implementing Hartree Fock calculations does not account 
for correlation energy, which is the extent to which electron 
movement in a molecule varies depending on the presence of 
other electrons. As the Hartree Fock wavefunction does not 
take this into consideration, the estimated calculations result 
in higher energies than the actual values, as interelectronic 
repulsion decreases the energy of the molecule, though the 
computational cost and time are reduced with our current 
method. Instead of using Hartree Fock methods, Post-
Hartree Fock methods, such as second-order Møller-Plesset 
perturbation theory, configuration interaction, and coupled 
cluster correlation energy, could be used to improve accuracy. 
These three theories would consider interelectronic repulsion 
in different ways, thus allowing the data collected to be more 
accurate, though the runtime would increase as a result. 
 Overall, three main inferences can be extracted from 
the collected data. First, PySCF was identified as a suitable 
candidate for general molecular calculations, as it was found 
to be highly accurate when compared to prior peer-reviewed 
data from CCCBDB. Moreover, while Python algorithms 
tend to be slower than C++ algorithms, PySCF runs on a 
C++ backbone, ensuring that CPU program runtimes for 
hydrocarbons up to ten carbon atoms are within 100 minutes. 
Second, the graphs of energy versus number of atoms also 
supported our hypothesis that the Hartree-Fock energy 
corresponded linearly with the number of carbons and total 
atoms. Finally, the efficiency of PySCF as the number of atoms 
were increased was analyzed by modeling a regression for 
CPU runtime vs. total number of carbons and total atoms. The 
Hartree-Fock PySCF algorithm was found to roughly follow 
O(n2) time. Future research will aim to test larger molecules 
with PySCF, obtain more data to see if the O(n2) runtime trend 
is supported by non-hydrocarbon molecules, and move to 
more accurate self-consistent field techniques such as post-
Hartree-Fock Methods. In the future, we aim to use PySCF 
to calculate electronic, vibrational, and rotational data for 

Figure 4. Program runtime using PySCF to calculate SCF HF 
molecular energy versus total number of atoms in each alkane. 
Average PySCF molecular energy program runtime versus total 
number of atoms. Quadratic fit with 0.9998 correlation value. To view 
data in more detail, see the repository in Materials and Methods.

Figure 5. Program runtime using PySCF to calculate SCF HF 
molecular energy versus number of carbon atoms in each 
alkane. Average PySCF molecular energy program runtime versus 
number of carbon atoms. Quadratic fit with 0.9998 correlation value 
– compare with total number of atoms in Figure 4. To view data in 
more detail, see the repository in Materials and Methods. 
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larger hypothesized drug-candidate molecules to aid in drug 
stability analyses and pharmaceutical synthesis.

MATERIALS AND METHODS
Schrödinger Equation and Hartree-Fock Method
 The monoelectronic Schrödinger equation, where the 
calculation of the Hamiltonian (the operator of the total energy 
of the molecule) is independent of time, can be written as an 
eigenvalue equation (Equation 1):

	 Ĥ represents the Hamiltonian of the atom, Ψ represents 
the wavefunction of the electron, and E represents the energy 
of the electron. 
 The Hartree-Fock method acts as an approximating 
computational extension to the Schrödinger equation for 
multielectron atoms and molecules. First, the many-electron 
wavefunction is approximated to be a product of the orbital 
wavefunction of each electron in the multielectron system 
(Equation 2) (13): 

 For a system with two electrons i and j, the multielectron 
wavefunction Ψ is the product of the orbital wavefunctions Φ	
of each electron. 
 However, this allows for the existence of two electrons of 
the same energy level and angular momentum in an atom, 
which is not possible as per the Pauli exclusion principle (14). 
Thus, the spin states of the electrons must also be considered, 
which is done by calculating the Slater determinant of the 
many-electron wavefunction approximation. This allows for 
the calculation of the electron energies and the multielectron 
wavefunction in terms of the spin orbitals of the electrons (15). 
 The spin orbitals are then calculated through the 
variational method, where the wavefunction of electron i is 
first calculated independently, then the wavefunction for 
j is calculated using the field of i as the average field. The 
process is repeated, switching between the wavefunctions 
of i and j until the ground state electron energy has been 
minimized. This calculation can be conducted for any number 
of electrons. 
 After the spin orbitals have been determined, they can be 
substituted into the Hartree-Fock equation to solve for the 
energy of one electron spin orbital (Equation 3): 

 This equation is the analog to the Schrödinger equation 
for a single electron spin orbital, where Ψi represents the 
wavefunction of electron i, εi represents the energy of the 
electron, and fi represents the Fock operator for the electron, 
which is the analog to the Hamiltonian but including the 
energy of interelectronic Coulombic repulsion.
 This can then be converted into a matrix equation 
calculable for the molecular energy, through the Roothaan-
Hall equation, an analog of the Schrödinger equation for the 
Hartree-Fock method (Equation 4) (16):

 F represents the Fock matrix, the sum of Ĥ (the core 
Hamiltonian matrix), and G (the interelectronic Coulombic 
repulsion matrix). S represents the overlap matrix, calculating 
the overlap in electron orbitals. C represents the orbital 
coefficients, which is a linear combination of the calculated 
spin orbitals of the electrons. ε represents the diagonal energy 
matrix, which stores the values of the individual ground state 
energies of the electrons.
 Thus, the molecular energy can be calculated as the sum 
of the nuclear energies and the energy of the electrons, as 
calculated using the Roothaan-Hall equation. This calculation 
can be repeated recursively, using the results of a calculation 
as the basis for another Hartree-Fock calculation, until the 
molecular energy converges for a certain number of decimal 
digits. Thus, Hartree-Fock, along with other similar recursive 
methods, are called the Self-Consistent Field (SCF) methods.

Basis Sets 
 The radial component of a GTO function can be calculated 
using the radius between the nuclear center and the 
electron, the effective nuclear charge (ENC), and the angular 
momentum quantum number of the electron (Equation 5). 

 The radial part of the GTO, R, can be calculated as a 
function of the electron-nucleus distance r, the angular 
momentum l, and a constant related to the ENC, ζ. NG is the 
normalizing constant for the GTO function (17). 
 Slater-type orbitals, or STOs, are more accurate than 
GTOs, but require larger runtimes and take longer to calculate 
due to the normalizing constant, represented by NS (18). The 
radial component of an STO function can be calculated in a 
similar fashion (Equation 6).

PySCF and Logger Pro 3
 PySCF is a peer-reviewed Python library with C 
optimizations facilitating Hartree-Fock and other SCF 
calculations using GTO basis sets. The PySCF library 
functioned as the foundation of our research algorithms (19). 
Molecular energy states were calculated using PySCF using 
the inherent cc-pVTZ basis set (20). A general program for 
a set of elements and an STO-nG basis set is structured as 
follows. The Hartree-Fock function is defined, taking in inputs 
of the molecular geometry from the CCCBDB database, basis 
set, and number of unpaired electrons. Then, the Hartree-
Fock energy of the molecule is calculated via PySCF, and the 
details of the process are saved to a text file. The computed 
SCF energy and the SCF CPU runtime are extracted from 
that text file and tabulated in Excel, along with the number of 
carbon atoms in the alkane, and the total number of atoms in 
the alkane. 
 These Excel tables were then plotted on Logger Pro 3, 
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a scientific data collection and analysis software designed 
by Vernier Science Education (21). Four graphs were 
made: computed SCF energy vs. number of carbon atoms, 
computed SCF energy vs. total number of atoms, SCF CPU 
runtime vs. number of carbon atoms, and SCF CPU runtime 
vs. total number of atoms. These were then analyzed, with 
lines of best fit created for the computed SCF energy graphs, 
and quadratic regressions modeled for the SCF CPU runtime 
graphs, as discussed above in the experimental report 
(Figure 5). 
 The uncertainty values for both molecular energy and 
program runtime were calculated by finding the absolute 
value of the difference between the maximum and minimum 
values from the five trials and dividing by two. Then these 
uncertainty values were rounded to the same decimal place 
as the raw data values. These can be found in the repository 
in the Materials and Methods section. 
 To run the computations, Python 2.7.18 was used on a 
system with 32 GB of RAM, 2 Intel Xeon x5675 CPUs, running 
Linux 4.15.0-210-generic. The relevant python libraries were 
PySCF (v.2.2.1), SciPy (v.1.10.1), and NumPy (v.1.24.3). The 
multithreaded nature of the system sometimes leads to slight 
variations in the SCF convergence calculations, leading to 
small variations in the calculated SCF energy. As such, to 
account for any non-deterministic results, five trials were 
conducted for each compound. 
 The CCCBDB database was used to obtain the geometries 
for the alkanes that we tested. The Computational Chemistry 
Comparison and Benchmark DataBase is a peer-reviewed 
standard reference database established by the United States 
National Institute of Standards and Technology (NIST). The 
geometries for the compounds we tested were optimized 
using Hartree-Fock using the cc-pVTZ results. The HF/cc-
pVTZ geometries were chosen to agree with the method and 
basis set we used to calculate the energies, ensuring that 
we would get the most accurate energy calculations for that 
specific method and basis set. 

Repository
The repository with the Logger Pro files, the tabulation of the 
data, and the original code is linked here: https://github.com/
ZarseemDyartes/PySCF-Molecular-Calculations
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