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play a large role in a book's New York Times Best Seller 
list rank; however, other more subtle properties like initial 
rank also heavily influence the book's future ranks (5). Such 
features have been used to manually classify Best Sellers 
against non-Best Sellers with an accuracy of 86% (6).

Despite identification of contributing features, there has 
yet to be a model that predicts a book’s success. Based on 
past studies, we believed that the various characteristics of a 
book have a strong correlation to its success and popularity. 
We hypothesized that if a book hits the New York Times Best 
Sellers, its relative weekly performance will strongly correlate 
with future performance. Therefore, our research was 
divided into two subsections: the classification model and 
the regression model. Our classification model determined 
whether a specified book would make the New York Times Best 
Sellers or not. If the book did indeed make it, our regression 
model predicted the path of the book's weekly ranking. We 
believe this two-fold method best accounted for how most 
books never make it onto the New York Times Best Sellers. 
Our classifier and predictor are the first to focus specifically 
on the success of literature based on nonliterary features. 
Our models are also a proof of concept that prediction of the 
New York Times Best Sellers is possible.

RESULTS
We built a classifier to classify Best Sellers from non-Best 

Sellers and a forecasting model to predict the path of the book 
on the New York Times Best Sellers in order to determine 
what non-literary features impacted popularity most. For the 
classification model, we used non-literary characteristics of a 
novel as features for several classification algorithms. For the 
forecasting model, we used three time series as features for a 
time-series based regression model. Our example book was 
Winter of the World (ISBN:0525952926), a New York Times 
Best Seller.

A Novel Model to Predict a Book's Success in the 
New York Times Best Sellers List

SUMMARY
The popularity of media, such as books and music, 
has historically been considered difficult to forecast. 
This popularity is important in determining the 
success that can be achieved once the media is 
published. Therefore, we aim to evaluate the extent 
to which this fact holds true, as we propose that 
these public opinion trends are quite deterministic 
in nature. We investigated the important non-textual 
attributes determining a book’s popularity, including 
but not limited to a book’s previous ranking in the 
New York Times Best Sellers list and its popularity 
in searches. We then constructed two models: a 
generalized classifier of a successful Best Seller and 
a predictor of a book’s weekly rank on the New York 
Times Best Sellers list. The reasonable accuracy of 
our classification and regression models suggest 
that book popularity is indeed deterministic. These 
findings point towards definitive characteristics that 
can help creators produce successful works.

INTRODUCTION
Even with the advent of technology, reading remains a 

popular pastime for Americans as the average American 
reads 12 books every year. Last year, 695 million books were 
sold in the United States alone (1). Even with so many books 
to read, only a select few become extremely popular. The 
exclusivity of book popularity made us wonder whether it is 
possible to predict which books will be popular. In the past, 
studies have generated algorithms to predict the popularity of 
other media such as research papers and songs with a high 
degree of precision.

FutureRank, an algorithm that uses citation information, 
authors, and publication time to predict the future ranking of 
a scientific paper, was able to rank the first 25% of retrieved 
articles with 100% precision (2). Another model plotted the 
path a song takes through the Billboard Top 100 by predicting 
the n+1th rank from the nth previous rankings with very low 
error (3).

Given the success in predicting popularity in other forms 
of media, it is likely that by considering the right attributes, 
book popularity can be predicted as well. Several of these 
attributes have already been highlighted in past research. Six 
literary features – action, measure of emotion, personalities of 
major characters, themes, romaticization, and simplicity – can 
determine what makes a best-selling novel to an accuracy of 
82% (4).  Characteristics like the season published or genre, 
which intuitively appear crucial to book success, do indeed 

Matthew Lee1, Siddhant Arora2, Johann Lee3, and Rohan Vaidya4

1San Marino High School, San Marino, CA  , 2Clements High School, Sugar Land, TX, 3The Lawrenceville School, Lawrencev-
ille, NJ, 4Dougherty Valley High School, San Ramon, CA

Article

Table 1. Accuracy of the different models tested.
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Classification
Winter of the World was correctly classified as a Best 

Seller. Several models were used to classify this book. 
Random forest classification with 100 estimators seemed to 
produce the best fit to the training data with an accuracy of 
around 98.46%, indicating that of the 1684 testing entries, 
only 29 were misclassified (Table 1). Each classification 
model utilized all of the 13 features: subject score, publisher 

frequency, author frequency, Dewey Decimal frequency, 
Dewey Decimal ID, publisher ID, number of pages, publish 
place ID, author ID, publishing place frequency, title average 
word length, title number of words, and subject place score. 
Frequencies measured the occurrence of their respective 
categories among all the books surveyed. Other IDs and 
scores represented features of a book in a numerical format. 
The relative importance of each of these features (how much 
they impacted a book’s classification) was determined (Figure 
1). A portion of our Random Forest Decision Tree nodes and 
the if-statements that determine how a book will be classified 
was also generated (Figure 2). 

Surprisingly, we found that the textual features we 
considered, title average word length and title number of 
words, played little effect on whether a book was classified 
as a Best Seller or not. Non-literary features dominated in 
terms of relative importance (Figure 1). Therefore, we took 
the three most important features (subject score, publisher 
frequency, and author frequency) and constructed a 3D plot 
to better visualize the distinction between Best Sellers and 
non-Best Sellers (Figure 3). Finally, a confusion (error) matrix 
was presented to view the false positive/negative rate of the 
random forest model (Figure 4). Type I and II error rates for 
the RF model were quite low, with approximately 50 false 
positive and 200 false negatives out of the entire 6,000 book 
dataset.

Regression
We defined the best model as the model with the lowest 

cumulative mean absolute error (MAE) at week 10. The 
four models we tested were determined by the different 
combinations of (m, k) we considered. Each model considered 
past rank, weekly percent genre (the ratio of the number of 
books in that book’s genre to the total number of books), and 
Google Search Ranks index.

The MAEs of the various possible combinations per week 
were plotted (Figure 5). An (m, k) of (2, 2) consistently has the 
lowest MAE at week 10 (4.449), making it the best (m, k) by 
our metric. By running our model with various combinations 
of features, we generated three different predicted paths 
(Figure 6). Overall, considering all three features provided 
the best fit prediction. 

We ran a Student’s t-test on the β coefficients (2, 2) model 
to determine whether our features had a statistically significant 
relationship with the ranks and generated a p-value of 3.55 * 
10-8. Given that our value was much lower than the commonly 
accepted alpha of 0.001, we rejected the null hypothesis, 
allowing us to conclude that there was a relationship between 
previous rank, genre, and Google Trends index with current 
rank.

DISCUSSION
For all models, we accounted for overfitting by performing 

cross validation. The sample size of our data was small 
enough that overfitting was possible, so cross validation 

Figure 1. Random Forest Model-Relative Importance Scale 
and Visualization. The strength of each factor in the random forest 
model (a measure of how often the factor was considered in the 
model’s nodes). To train this model, 6,000 books were used. The 
features are from left to right: subject, publisher frequency, author 
frequency, Dewey Decimal number frequency, Dewey Decimal 
number, publisher, number of pages, publishing location, author, 
publish place frequency, title average word length, title number of 
words, and subject place.

Figure 2. Sub-section of the RF Model Decision Tree. Decision 
tree framework can be represented using a graph-like model of yes/
no statements. The RF model used in this paper contained several 
hundreds of nodes.

Figure 3. 3-D Plot of the Most Important Features. Reducing 
the k-dimension data to 3, this 3-dimensional plot constructs a 
visualization of the high separability between books that made the 
list and books that did not.
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ensured that our models were still able to generalize. We 
implemented five-fold cross validation, which split our dataset 
into five randomly assigned groups. Each unique group was 
used as a validation data set while the model trained on the 
other four. The model was then evaluated based on prediction 
performance on the validation data set. From this process, we 

were able to determine how extensively we needed to train 
to optimize error and generalization capabilities. By using 
classification models like random forest and support vector 
machines (SVMs), we were able to predict the chance of 
a book reaching the New York Times Best Seller List with 
high probability given a set of certain features. Unlike prior 
approaches using textual analysis and NLP algorithms, we 
introduced a novel approach of classification where we only 
considered external discrete features. Our results suggest 
that if a book includes certain characteristics, it is able to 
reach the New York Times Best Sellers without regard to its 
actual content. By using multilevel quadratic regression, we 
were able to create a model that predicted the path of a book 
through the New York Times Best Sellers with a MAE of 3.449 
when predicting 10 weeks ahead. Our analysis and statistical 
significance provide strong evidence suggesting that book 
popularity is deterministic in nature and can be represented 
as a function of past rank, weekly percent genre, and search 
popularity. We are not aware of any previous studies utilizing 
our methodology to predict book ranking and our experiment 
suggests such prediction is indeed possible. 

The limitations our research faced can be split into 
two main categories: application programming interface 
(API) restrictions and data restrictions. Many of the APIs 
(interfaces used to collect data) we considered using were 
unusable or were heavily rate limited. On the data restriction 
side, several considered sources were either hidden behind 
paywalls or defunct. Apart from overcoming the limitations 
we faced, future research could implement other models of 
time series regression such as conditional random fields and 
hidden Markov models. In addition, our research could be 
applied to other forms of media in order to recognize whether 
similar properties apply and whether future rank is similarly 
deterministic. We can also make our models more accurate 
by incorporating more features.

The two models suggest that book success has little to do 
with the actual content of the book; if the book fits into certain 
categories, it is likely to become popular. Although cultural 
phenomena like book popularity are generally regarded as 
random, our models indicate that the underlying mechanisms 
for success are more mathematical than they appear.

MATERIALS AND METHODS
Technologies

Data manipulation was done with the Python library 
pandas, which allowed for data parsing and imputations for 
any missing data (8). For the book rankings regression, we 
made use of both scikit-learn's built-in ridge regression and 
numpy's polyfit; likewise, scikit-learn's classification tools 
gave us great ease in analyzing and constructing model (9).

Data
The New York Times Best Sellers dataset, which returned 

the top 20 Best Sellers each week from 2008-2018, made 
up the core of our data (3). Additional data came from the 

Figure 4. Confusion (Error) Matrix. Confusion matrix of the 
random forest model. Rows represent the true label and columns 
represented the predicted label. Color intensity represents number 
of books in that category.

Figure 5. MAE per Week. Mean absolute error of our training 
model while considering multiple combinations for the degrees 
of both the regression and time series models. The x-axis 
represents the week on the Best Sellers and the y-axis represents of 
the mean absolute error of the ranks predicted.

Figure 6. Actual vs Predicted Path for Winter of the World. An 
example of the predicted path against actual path for Winter of the 
World, taken with past rank only, past rank and genre, and past rank, 
genre, and Google Trends.  The x-axis represents the week on the 
Best Sellers and the y-axis represents the rank predicted on the Best 
Sellers list.
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Goodreads-10k book dataset, which gave us random assorted 
books (10). From our datasets, we were able to obtain two 
critical details for our time series: the path it took through the 
New York Times Best Sellers in terms of rank and the ratio of 
genres each week. The third detail of our time series, search 
relevance, was obtained using the Google Trends API. We 
found the first and last week each ISBN appeared on the New 
York Times Best Sellrs, and by using this interval and the 
book title, we were able to compile the search relevance of 
each book from one month before the first week to one month 
after the last week. The final data was split as follows: 70% to 
train, 15% to validate, and 15% to test.

For our classification model, we created one list of ISBNs 
that made the New York Times Best Sellers and another list of 
ISBNs that did not. We then collected details about the books, 
ranging from book weight to cover. One issue we encountered 
was the large number of categories some books belonged to. 
Our solution was to generate a hash map that mapped the 
categories present in the New York Times Best Sellers to their 
respective appearance frequency. We then represented the 
categorical data as the average of the frequencies of all the 
categories. Alongside this, we also added original IDs to the 
author as a measure of mapping authors to their respective 
titles. Through this data discretization method, we were able 
to represent categorical data as numerical data. The final 
data was split in the same ratio as the regression data.

Classification
Although the initial dataset was composed of nearly 

14,000 verifiable books, valid information was only accessible 
for 6,000 books. These books could be described by 13 
features: subject, publisher frequency, author frequency, 
Dewey Decimal number frequency, Dewey Decimal number, 
publisher, number of pages, publishing location, author, 
publish place frequency, title average word length, title 
number of words, and subject place. Contrary to a previous 
approach. we instead applied less importance on the 'textual 
values' of a novel and used categorical external factors purely 
for classifying the books onto the New York Times List (7). 

We were able to numericize our frequencies of data 
by applying a tweaked version of the Natural Language 
Processing bag-of-words process, in which the encapsulating 
dictionary was built only from information of books that have 
been on the New York Times's Best Seller List in the past 
decade. Thus, a frequency score was given as follows: 

where f is the frequency of a certain term in the New 
York Times list. Frequencies scores, ranging from 0 to 1, 
were calculated for the author, publisher, Dewey Decimal, 
and publishing place columns. Next, in order to account for 
large-scale authors, publishers, and genres, an ID for each of 
category served as an efficient way of recognizing prevalent 
authors in the New York Times list. This helped predict with 

high probability that books by these big-name columns 
would likely achieve success, providing an alternative to the 
frequency score. 

One area of interest was the subject field, which provided 
a list of anywhere from zero to a hundred unique words and 
phrases to identify the books by. Once again, we applied the 
alternate bag-of-words scheme to obtain a total dictionary 
of unique subject counts strictly from the New York Times 
books. After eliminating extraneous data fields like “Fiction” 
and “Protected DAISY” (as they were close to two orders of 
magnitude more common than other subjects and were not 
specific descriptions of the book), we calculated a subject 
score from a book's subject list S as:

where the subject list's length is given as n and the 
frequency of a subject in the New York Times's dictionary is 
given as fi.

This approach is also applied to calculate a subject place 
score (which is a data field that relays additional information 
about the setting of a book). 

For the classification, we tested SVMs, naive Bayes, and 
random forests with a 70/15/15 train/validate/test split and 
compared their accuracies. Support vector machines with 
kernel trick raise the data by a dimension, then separate the 
classes with a hyperplane. Naive Bayes models utilize the 
Bayes Theorem with assumption of independence between 
the features. Random forest models are a collection of 
decision trees with feature bagging. 

Regression
Initially, we turned the weekly top charts data into a hash 

map that mapped from each book to a list of its rankings over 
the weeks in which it traversed the top charts. In addition 
to that, we took the genres of the books on the New York 
Times Best Sellers and compiled a 2-D array that described 
the percentage of books of each specific genre in the Best 
Seller list per week. For search trends, due to the Google 
Search Trends index being relative to other searches at the 
same time period, many books had relative search strengths 
of 0. To counteract this, we took the data of the books which 
had more than 25% 0s and generated cumulative weekly 
searches instead. This helped mitigate the effect of sparse 
datasets, as seven occurrences of 0 would translate to one 
occurrence while concurrent zeros with at least one positive 
value would translate to a positive integer. As a result, sparse 
data was condensed while retaining relative search interest.

In order to run regression on all three of our time series, 
we needed to convert them into non-temporal numeric values. 
Hence, we ran regression on each time series and used the 
coefficients of each time series regression as features in the 
overall regression model. Due to the Central Limit Theorem, 
for n number of samples where n > 30, the distribution is a 
close approximation of the normal distribution (11). Since we 
have 400 samples for our error terms, which is more than 30, 
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we pass normality.
Initially, we modeled each of our features - past rank, 

weekly percent genre, and Google Search Trends index - by 
the function:

where k is the degree of regression, and x is the past data. 
We set random initial ai and applied gradient descent until we 
reached a local minimum cost. We then took each ai from 
each model, and fed it as parameters into the level 2 model:

 

where m is the degree of regression for the level 2 model, k is 
the degree of regression for the time series model, and c is a 
constant. After, we ran gradient descent on the level 2 model 
with 5-fold cross validation to avoid overfitting. To determine 
which m and k were the best, we tried (m, k) combinations: (1, 
1), (1, 2), (2, 1), and (2, 2). We did not test values of m and k 
beyond 2 because of a strong possibility of overfitting our 
data. Error was the difference between predicted rank and 
actual rank, giving us the mean absolute error:

A better MAE indicates a more accurate predictor and 
a better (m, k) as well. We suspected that certain features 
were not impactful and ran models with the following feature 
combinations: past rank, past rank and weekly percent genre, 
past rank, weekly percent genre, and Google Search Trends 
index. The change in MAE between features was an intuitive 
indicator for which features mattered, while the collection of 
bij was a more technical measure of importance.

To predict the entire path of the book, we took the 
prediction of the rank in the n+1th week from the previous n 
weeks of data, starting with n = 3 (as 3 points is the minimum 
number of points needed for a quadratic line), assuming that 
it is the actual next value, and appended it to the data. We 
then re-ran the models again, with the updated data set, and 
got a new prediction for the n+2th week. We repeated this 
until we have predicted w weeks ahead, and the predictions 
of ranks from 3 to w weeks trace a path that the book rank 
will take. To determine whether our model was statistically 
significant, we ran a Student’s t-test to determine whether our 
explanatory variables had a statistically significant impact on 
the response.
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